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Fostering Trust in AI 
through Bias Mitigation

What is for you?



Trust is Dynamic
Trust needs to be evaluated and reconsidered regularly, as the world, and people’s 
perception of it, evolves over time, and so does our trust toward AI.

Beauxis-Aussalet, Emma, Michael Behrisch, Rita Borgo, Duen Horng Chau, Christopher Collins, David Ebert, Mennatallah El-Assady et al. 
The Role of Interactive Visualization in Fostering Trust in AI. IEEE Computer Graphics and Applications 41, no. 6 (2021): 7-12.



Bias propagates along the arrows, while trust is built based on the user’s interaction 
with the data, model, and/or explainer outputs, respectively, following the dependency arrows in reverse. 

Dependency Model: 
Trust in the (Explainable) AI Process

Fabian Sperrle, Mennatallah El-Assady, Grace Guo, Duen Horng Chau, Alex Endert, Daniel Keim.
Should We Trust (X)AI? Design Dimensions for Structured Experimental Evaluation. arXive, 2020.



Lack of Trust 
is Not (just) a Technical Problem

Beauxis-Aussalet, Emma, Michael Behrisch, Rita Borgo, Duen Horng Chau, Christopher Collins, David Ebert, Mennatallah El-Assady et al. 
The Role of Interactive Visualization in Fostering Trust in AI. IEEE Computer Graphics and Applications 41, no. 6 (2021): 7-12.

It is risky to address the lack of trust without considering the organizational, 
sociological, and psychological factors that affect trust.



https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-
scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G

What is AI Bias?

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G


AI bias is an anomaly in the output of machine learning 
algorithms, due to the prejudiced assumptions made 
during the algorithm development process or 
prejudices in the training data. - Cem Dilmegani

Bias in AI: What it is, Types, Examples & 6 Ways to Fix it in 2022 
https://research.aimultiple.com/ai-bias/

… also referred to as: 
- Algorithmic Bias
- Machine Learning Bias

Data Bias

What is AI Bias?

https://research.aimultiple.com/ai-bias/


Input Data AI Model Output User

Interactive Machine Learning Workflow



Input Data AI Model Output User

Individuals

Company

Collectors

Data Collection

Capta is “taken” actively while data is assumed to be a “given” 
able to be recorded and observed. - Johanna Drucker

Data as capta: from information visualization to graphical expressions of interpretation
http://www.digitalhumanities.org/dhq/vol/5/1/000091/000091.html

Sample bias: occurs when a dataset does not reflect the realities of the 
environment in which a model will run

Exclusion bias: occurs when deleting valuable data thought to be unimportant; 
it can also occur due to the systematic exclusion of certain information

https://lionbridge.ai/articles/7-types-of-data-bias-in-machine-learning/

http://www.digitalhumanities.org/dhq/vol/5/1/000091/000091.html
https://lionbridge.ai/articles/7-types-of-data-bias-in-machine-learning/


Input Data AI Model Output User

ParameterizationDeveloper

Model Development
https://lionbridge.ai/articles/7-types-of-data-bias-in-machine-learning/

Recall bias: arises when 
you label similar types 
of data inconsistently

How to deal with 
inconsistent data 
or objectives? 

https://lionbridge.ai/articles/7-types-of-data-bias-in-machine-learning/


Input Data AI Model Output User

Training

Testing

Deployment

Measurement bias: occurs when the data collected 
for training differs from that collected in the real world

Training-Testing Continuum 
https://lionbridge.ai/articles/7-types-of-data-bias-in-machine-learning/

Even when [..] models achieve high accuracy during the model 
building phase, their performance might drop when applied on new 
data that has not been seen during training. – Bruno Schneider et al.

DataShiftExplorer: Visualizing and Comparing Change in Multidimensional Data for Supervised Learning

https://lionbridge.ai/articles/7-types-of-data-bias-in-machine-learning/


The Design Space 
of Multidimensional Comparative Data Analysis

Bruno Schneider, Daniel  Keim, 

and Mennatallah El-Assady.

DataShiftExplorer: Visualizing 

and Comparing Change in 

Multidimensional Data for 

Supervised Learning. 

Proc. Int. Conf. Inf. Vis. Theory 

Appl., 2020.

Data Shift Problem



Input Data AI Model Output User

Racial bias: occurs when data skews in 
favor of particular demographics

Association bias: occurs when the data 
for a machine learning model reinforces 
and/or multiplies a cultural bias

Model Deployment

Target AudiencesApplication Domains

https://lionbridge.ai/articles/7-types-of-data-bias-in-machine-learning/

https://lionbridge.ai/articles/7-types-of-data-bias-in-machine-learning/


Bias in Face Detection Models

https://www.ajl.org/spotlight-documentary-coded-bias

https://www.ajl.org/spotlight-documentary-coded-bias


Bias in Language Models

• Example for a sample bias:
• “Doctor” co-occurs more frequently with male pronouns than female pronouns; 

• “Nurse” co-occurs more frequently with female pronouns than male pronouns 

• Current pre-trained language model exhibit strong stereotypical biases:
• The GPT-2 family of models exhibit relatively more idealistic behavior than other 

pre-trained models like BERT

• Example of the StereoSet data set
used to evaluate the bias:

https://stereoset.mit.edu/
Tolga Bolukbasi, Kai-Wei Chang, James Zou, Venkatesh Saligrama, and Adam Kalai. 
Man is to computer programmer as woman is to homemaker? Debiasing Word Embeddings. 
30th International Conference on Neural Information Processing Systems, 2016. 

https://stereoset.mit.edu/


Crime Prediction

https://www.smithsonianmag.com/innovation/artificial-
intelligence-is-now-used-predict-crime-is-it-biased-
180968337/

https://medium.com/@AINowInstitute/algorithmic-impact-assessments-
toward-accountable-automation-in-public-agencies-bd9856e6fdde

https://www.smithsonianmag.com/innovation/artificial-intelligence-is-now-used-predict-crime-is-it-biased-180968337/
https://medium.com/@AINowInstitute/algorithmic-impact-assessments-toward-accountable-automation-in-public-agencies-bd9856e6fdde


Input Data AI Model Output User

Observer bias: the effect of 
seeing what you expect to 
see or want to see in data

Interactive Analysis
https://lionbridge.ai/articles/7-types-of-data-bias-in-machine-learning/

Analyst & Decision-MakerWhat’s the Role of
Presentation, Visualization, 
and Uncertainty Communication?

https://lionbridge.ai/articles/7-types-of-data-bias-in-machine-learning/


Human Cognitive Biases
Stakeholders



Input Data AI Model Output User

Interactive Machine Learning Workflow
Biases in the



DISCUSSION
& Critical Reflections



Availability Biases
(related to sample biases)



Where is our data coming from? 

Geographical distribution representation for countries in 
the Open Images data set. Almost one third of the data 
was US-based, and 60% of the data was from the six most 
represented countries across North America and Europe.

Ninareh Mehrabi, Fred Morstatter, 
Nripsuta Saxena, Kristina Lerman, 
and Aram Galstyan. 
A Survey on Bias and Fairness in 
Machine Learning. 
ACM Comput. Surv., 2021. 



Bias Amplification



Negative Feedback Loops in Health Care

Source: British Medical Journal



Intentional 
vs. Unintentional Biases



Attribute Correlations: Race <-> US Zip Codes



Bias
vs. Error, Uncertainty, 
Ambiguity, Variation



Representation Problems in Data Annotation
• Ambiguities are an inherent property of the data. 

• Variation is also part of the data and can, e.g., occur across documents. 

• Uncertainty is introduced by an annotator’s lack of knowledge or information. 

• Errors can be found in the annotations. 

• Biases are a property of the complete annotation system.

Christin Beck, Hannah Booth, Mennatallah El-Assady, and Miriam Butt. 

Representation Problems in Linguistic Annotations: 

Ambiguity, Variation, Uncertainty, Error and Bias. 

14th Linguistic Annotation Workshop, 2020.



Bias in Echo Chambers



Personalized Recommendations

Source: James Clear

Availability Bias

Confirmation Bias

https://jamesclear.com/common-mental-errors

Example: 
Social Media Bubbles

https://jamesclear.com/common-mental-errors


Mitigating Bias



Source: McKinsey



github.com/Trusted-AI/AIF360

https://github.com/Trusted-AI/AIF360


https://hbr.org/2019/10/what-do-we-do-about-the-biases-in-ai

Read more … 

https://hbr.org/2019/10/what-do-we-do-about-the-biases-in-ai


https://www.youtube.com/watch?v=gV0_raKR2UQ

Watch more … 

https://www.youtube.com/watch?v=gV0_raKR2UQ


Algorithmic Justice League - https://www.ajl.org/

https://www.ajl.org/


Interactive Demo



Interactive Demo 
https://lotteringtamara.github.io/runawaymodels/

https://lotteringtamara.github.io/runawaymodels/
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